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Annasaheb Dange College of Engineering and Technology
Asliia - 416300, Disi. : Sangli, Maharashira
(An Empowered Avtonomous Instituie) mcgt
Department of Computer Science and Enginecring
Course Information: = —
Class, Semestor EYXY. M.Tech — Sernester | Category | RM
Course Code, Course Tiile CERMSN Rescarch Htﬂ!.:rdﬂhﬂruui IPR Type T1
Prerequisites = =
Teaching Scheme Lesture Tutorial Practieal Self Study Credits
| [per week) 3 i 0y 1 4
Examination Scheme | MSE TA ESE | Cla ESE
(Marks) j Ll s B B R e ) -
Cowrse Cutcomes (C0s) :
Upon sugcessfial completion of this course, the stodent will be sble wo:
ol Farmulate the research problem through fundomentals of research and literature review. =
002 Tdentify and apply research design principles and make use of data collection and analysis technigues, |
03 Apply quantitstive methods 1o solve rescarch problem,.
00 Interpret the reseasch problem mio registerning 1PR and fili benis |
_Gyllabus:
Modnle Canlenls I'}";:':':
Introduction to Rescarch
Defimitsons and Characteristics of Fesearch, Metivation and Obiectives, Rescarch Methads
I ve, Methodology. o
Types of Researeh: Deseriptive v, Analytical, Applied vs. Fundamental, Qoantitative vs
Dualitative, Conceptunl vs, Empirscal, Concepd of Applied and Basic Research Process,
Criteria of Good Rescurch,
Literature Review:
Cgectives of Review of Literature, Imponance of Lieratare Review in Defining & Problem,

1] Primary and Secomdary Sources, Reviews, Trestise, Mosographs, Patents, Web as a Source, 7
Searching in the Web, Critical Literature Beview, Identifying Gap Areas from Literature
Review and Research Database, Development of Working Hypoihesis
Research Deslgn
Basic Principles, Need of Research Design, Features of Good Design, Different Research

|| Designs, Experimental Dresigns, Rescarch Datahases, Development of Models, Developing o

(1} Rescarch Plan, Exploration, Description, Disgnoesis, and Experimentation, [TE]

Data Collection and Analysis:

Primary wnd Secondsry Datn, Methods of Deta Collection, Sompling

Methods, Dhits Processing and Analysis Strategies and Tools -
Cmantitative Methads for Prohlem Solving

Hasic Statistical Disiributions and their Applications (Mo Derivations): Binomial, Poisson,

w Marmal and thetr Applications in Research Studizs. Fandamentals of Statistical Analysis and 11
Inference, Mualtivariale methods, Concepts of Correlation amd  Regression  Analysis,

e _Fundamentals of Time Series Analysis and Specrral Analysis.
Intelleciunl Praperty Righis (TPR)

v Inichieciual Propeny Rights and Patenl Low, Dafting of Paienis, Patemi Types, 0
'E'Tu:;wdﬂinﬂm Copy Right. Royalty, Trade Related aspects of Intelicetual Property Rights
{ &k
Copyrights snd Tredemarks
Agreement, Features of the Agroement, Protection of Intellectual Propeny under TRIPS,

vl Copyright and Related Rights, Trademarks, Geogrphical indications, Industrial Designs, 87
Patenis, Putentable Subject Maiter, Righis Conferred, Exceptions, Term of protection,
Conditions on Patent Applicants, Process Patents

Total Leciure Hours
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International (P) Lid., Publishers, Fourth Multi Colour Edition, 2020,

L 5.C Guptaand V.K. Kapoor, Fundamentals of Mathemtical siatistics, Sultan Chand & Sons, Mew Delhi, 12ih

Revised Edition, 20240,

1. Paolo Brandimarte, Quantitative Methods: An Introduction for Business Management, John Wiley & Sons, 2011

4. Priya Rai, R.K. Sharma, P.K. Jain and Akash Singh, Transforming Dimension of TPR Challenges for New Ape
Libraries, Nationn] Law University Delhi Press, 2015,

List of Tutorial =
“Tuterial, No Tithe | Topic of the Tatorial ]
|, Defing rescarch and explain its significance in academic and professional contexts,
2. Differcotiste between research methods and research methodology, providing examples of each,
' 3. Compare and contrast desoriptive research with analytical rescarch, highlighting their respective
applications,
4. Ddiscuss the criters that constitute pood research. What fesors encure the reliability and validity of
rescarch findings?
I, Whot are the primuary objectives of conducting 8 lierature review in & research study? _]|
2. Explain the differences between primary and secondary sources, Provide examples of each n the
conbext of regearch.
2 3. Describe the process of identifying research gaps throagh s eritical literature review, Why is this
process crucial for developing a working lippothesis?
4. How can the web be utilized effectively as a source for literature review? Disouss the afvanapes and
potential pitfalls
I, What are the basic principles of research design, and why is a well-structured design essential for a
research study !
Z.  Identify and explain the features of & good research design. How do these features contribute o the
3 owerall sucoess of a research project?
3. Discuss the differend types of research designs, incloding experimental designs, and their respective
4. Ouiline the steps involved in developing & comprehensive rescarch plan, from exploration o
eNpermemation,
. Differentiate hc:wmimnuym secondary data. Provide examples of situations where each type
wouhd be opproprinie,
2. Ddiscuss various methods of data coflection and the factors influencing the choice of 8 particular
et e,
s 4. Explain the importance of sampling mcthods in rescarch, What are the key considerations when
selecting & samgling technigue?
4. Describe the stralegies and tools commonly used for dats processing and analysis in research
atuiclies,
I. Provide an cverview of basic stofistical distributions such as Binomial, Poizeon, and Nosmal, and
discuss their applications in reseanch studics.
2. Explain the fundamemals of statistical analysis and inference. How do these concepls aid in
5 milerpreting research data?
3. Whas are muliivariate methods, and in what scenanios are they particularty useful in rescarch?
4. Dascues the concepts of correlation and regression annlvsis. How do they differ, and what insights
te can they provide in regearch’
Total Tutorisl Sessions | 15 | Total Tutorisl Hours | 15
Text Baoks
1. C.R. Kothari and Giasrav Garg, “Research Methodology: Methods and Techniques™, New Age

References:

I Charg, B.L., Karaddia, R., Agarwal, F. and Agarwal, An introduction to Research Methodology, RESA Publishers,
UK., 2002

& Panncerselvam, R. Bescarch Methodology, PHI Publications, Second edition, 2014;

1. G Rsmamurthy, “Fesearch Methodology™, Oxford University Press, Sccond Editon, 2005,

4. Fink, A, Conducting Research Literature Reviews: From the Intemet to Paper, Sage Publications, 5th edition,
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Annasaheb Dange College of Engineering and Technology
Ashin - 4163401, Dist. : Samgh, Maharashtra
(An Empowersd Autonomous Tnsthiute)
Department of Computer Sclence and Engincering

MNOC=C

o

Course Information: =
Class, Semesier E.¥. M. Tech — Semester | Category | MC
Course Code, C Title Eﬂfﬂﬂ and Mathematical foundations of Computer Trpe T4
Prerequisites Rasic Mathematical Concepts, Discreic Mathematics :
Teaching Scheme Lecture | Tutarial Practical Self Siudy Credits

| (per week) 03 | il oo 2 (4
Examination Scheme MAE TA ESE ClA ESE
{Marks) = ey @ 3 | w0 | T -
Course Outcomes (C0s) ;

| Upon successifil completion of this course, the stsdent will be able 1o:

Amalyze uncertnimties in real-workl applications using probability distributions, statistical methods,

the Central Limit Theorem, and probabilistic i ILICS.

02

Develop estimation techniques using sampling methods such as the Method of Morments and
Maximism Likelibood Estimation for predictive modeling,

Cco3

Design multivariate statistical models, including regressson, clssificaton, and principal component
analysis, while addressing iseues fike overfitting.

Analyee the computational capabilities and limitations of Turing Machines, decidability, and
lexity elassies o assess problem solvability i theoretical computer seience.

Implement mathematical and siatistical techniques in computer science applacations, nchiding dats
_mining, computer securily, distributed systems, and machine legrning,

Explare recent advancements in probability and statistical distributions for moderm computing fields
such as biomformatics, soft conputing, and compuater vision.

Lectare

Canienis Howrs |

Frobability: Probability mass, density, and cumulative distribution functions, Parsmetric
families of distributions, Expected value, vanance, conditional expectation, Applications of the
univariate and mubtivariste Comral Limit Theorem, Probabilistic inequalities, Markav chains

(1]

Sumpling; Random samples, sampling distributions of estimators, Methods of Moments and o
Muximum Likefibood

Sratistical inference: Statisticnl inference, Introduction to multivariate sttisticn] models: iy

Ml | regression and classification problems, priscipal compoenents analysis, The problem of everfitting

midel assessment.

Turing Theory: Introduction 1 Turing Machines, Types of Turing Machines, Recursive and
Recursive and recursively Emumerable Languages, Charch-Turing Thesis and Cosnputability,
Decidability and undecidability, Reducibility, Complexity Classes

Camputer science und engineering applications Compuier science and engincering applicationm:
Data mining, Network protocols, analysis of Web taific, Computer security, Software engineering,
arch iy syatems, Distributed systems, Bioinformatscs, Machine kearming

Recent Trends: Advances in Computational Theories and Turing Computsbility, Recent Trends
in various distcibulion fnctions in mathematical Geld of compster science for varying felds ke
biomformatics, soft computing, and computer vision.

Tatal Lecture Hours

List al Tutarial

5.MNo Title ! Tapic of the Tutorial

I Probability Distributions and Their Applications

7 | Expectation, Variance, and Probahilistic Inequalities

kde=
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2. Mizeamacher M. and Upfal E., Probability snd Compating: Randomized Algorithms and Probabilistic Analysis,
Cambridge University Press.
3. Tucker Alan, Applied Combinatorics, Wiley

i Central Limit Theorem and Its Applications
4 Sanypling Techniques and Estimation Methods
L Statistical Inference and Multivariate Madels
6 Ciraph Theory: lsomarphism, Planar Graphs, and Graph Coloring
7 Hamiltenian Circuits, Enler Cycbes, and Combinatorial Techniques
i Applications of Graph Theory in Computer Science and Engineering
9 Computational Techniques i Statistical Analysis
10 Recent Trends in Mathematical Applications for Compuiing i
Total Tutorisl Sessians | 15 | Total Tutorial Hours | 15
Text Banks :
1. Teivedi K., Probability and Statistics with Reliability, Queaing, and Computer Science Applications. Wiley.
2. Itroduction to Languages and the theory of computation(JTohin € Martin) The McGraw Hill Companies g
References :
I. John Vince, Foundation Muthematics for Compuater Science, Springer.
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Anmasaheb Dange College of Engineering and Technology
Ashia - 416301, Dist. ; Samgil, Maharashira mc=t

{An Empowered Avionomous Instliute) . —-—
Department of Computer Science and Engincering

Course Inforimation; =t
Class, Semester E.Y. M.Tech — Semester | Category PC
Course Code, Cowrse Title (CEFCS0] Advanced Data Strociures Type LITL

| Prerequisites Data Structures __

Teaching Scheme Lecture | Tutorial | Practical | Self Sindy Credits

[per week) 03 g0 | 02 i 04
Examination Scheme MSE | TA ERE ClA ESE
(Marks) Theary Fr 1 | 40 Practbeal — 20 ]

Course Outeames (C0s) @
Upon succesafiy] completion of this course, the srodent will be able

con Analyze various lemporal and geomeirie dats sinsclures, io determine their efficiency and applicability
in diffierent compulational scenarios. <] e
coz | Evalnate advanced tree structures bo optimize searching, insertion, and deletion operations in dynamic
data envirpnments,
o3 Dresign cfficicnt solations for selected graph problems, w address real-world graph-based optimizstion
problems, = |
o4 . T‘-':'l-'lh.i; efficient hashing technigues and randomized data structures, o enbance data storage and
retrieval performance, "
cos Canstruet string-matching algorithms ane dynamic graph structures to solve complex computational
problems involving patiern maiching and dymumic connectivity.
Syllnbus:
Madule Contents | gniniy

Temporal anid Geometric data structures

Temporal data structures - Persistent data siructures - Model and definitions, Partial persistence,
Full persistence, Retroactive data strocfures - Retronctivity, Full retroactivity, Non-oblivious
t | Retroactivity, »
Creametric data structures - One Dimensional Ragge Searching, Two Dimensional Range
Searching, Constructing a Priority Search Tree, Searching a Priority Search Tree, Priority Range

Trees, Onad trees, k=D Trees.

n | Advanced Trees §7 ]
Binary Search Trees, AVL trees, Red-black trecs, Splay Trecs, Tango Trees
Sclected Graph Problems

1 Vertex colormg, edge coloring, Network flows: Max low ~ Mincat theorem, Ford-fullkkerson Method, (ix}
Push-relshel method, Fandom Graph based analysis.

Hashing
Hash Function, Basic Chaining, FKS Perfiect Hashing, Linear Probing, Cuckoo Hashing Skip Lists: i

V' | Need for Randomizitig Datn Stractires and Algorithnss, Search and Update Operations

on Skip Ligts, Probabilistic Analysis of Skip Lists, Determiniatic Skip Lists

Siring matching

¥ String Operations, Brate-Force Pattern Matching, The Boyer-Moore Algorithm, The Kmpth- -

Muorris-Pratt Algorithm, Predecessor Problem, Tries, Trie node struciure and its applications,

Sulfix trees wnd suffix urays.
Dynamic Trees and Graph Connectivity

¥l Drynamic troes - Link-cul Trees, Operations on link-cut trees, Dynamic Connectivity, Euler- o7

Toar Trees, Other Drynamic Graph Problens

Tuinl Lecture Hours 45

SEE= g B W
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List of Experimenis

S.No __Title / Tapic of the Experiment

Implementation of Full Retroactivity in Data Streeiures.
Implement AVL Tree with rotations for msertion and deletion npuﬂi:m

Implement Red-Black Tree insertion, deletion, and balanci

Design and implement algorithms for vertex enloring that aim to mmimize the mmber of colors used
the Ford-Folkerson algorithm for calcalating the maxinmm Ih-w in a flaw network.

Implernent the chaining technigque to handle coliizions i a hash table and evaluate its effectivensss i
terms of search, Imsert, and delete operutions,

O b | e | g f

Tmplerment linear probimg o resobve collisions in a kash table and compare its efficiency with chaiming and

7 other collizion resshation

8 Implementation and performance analysis of Brute-Foroe Pattern Matching
g Implementation amd analysis of Patiern Matching sing the Knuth-Morris-Pran lHHEt Algorithm;
1] Implementation of Link-Cut Trees and Enler-Towr Trees, |
Totsl Practical Sesslons | 15 ] _Total Practical Hoars | 3
Text Books =

.. Cormen Thomas H., Leserson Charles E., Rivest Ronald L., Stein Clifford, “Introduction to
Algorithms,” FHI, Third Edition, 2009

L Mark de Berg, Ouffied Cheong, Marc van Kreveld, Mark Overmrs |, “Computational Geametry -
Algorithms wnd Applications™, Springer, Thisd Edition, 2014

3. Erk Demaine, Lecture Motes on MIT Courseware

References:

l.  O'Rourke Joseph, “Compuiations] Geometry in C", Cambridge University Press
2 Diestel Reinhard, “"Graph Theary™, Sprnger-Verlag, 2017
3 Brass Peter, “Advaneed Data Stroctores™, Cambridge Liniversity Press.

/’,,.éjc :é’”/_: P)c:ﬂ ﬁ oqu,f.ﬂ-‘“}
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Annasaheb Dange College of Engineering and Technology

Ashin - 416301, Dist. : Sanghi, Mahnrashirs o
(An Empowered Autonomous Institute) no c=t
Department of Computer Science and Engineering
Coarse Information:
F.Y M Tech - Semester | | Ca PE
Course Code, Course Title BLCEPES#4- Wireless Sensor Networks | Type LIT1
Prerequisites Wireless Communication
Teaching Scheme Lecture | Tutorial | Practical Self Study Credi
iper week) | o3 ] mj 0z 2 05
Examination Scheme MSE TA ESE g CIA ESE
(Marks) |I b 0 T 500 DI A ] Mewede — o) :
Cowrse Dutcomes [C08)
Lipan successful completion of this course, the student will be able to:
Co Architect sensor networks for various application setups. =
co2 Devise appropriste datn dissemination protocols and moded links cost. i\ .
coa Explain of the fundamental concapts of wireless sensor networks and have a basic knowledge of the
vArious profocols at various layers
CO4 Evaluate the performance of sensor networks and identify bostlenecks.
abus:
Module Contents o
Introduction to Wireless Sensor Networks: Course Information, Introduction to Wireless Sensor |
i Networks. Motivations, Applications, Performance metrics, History and Design factors o8
Network Architecture: Traditsonal layered stack, Cross-layer designs, Sensor Network
Architecture Hardware Platforms: Motes, Hardware parsmeters
i Introduction to ms-3: Introduction to Network Simulstor 3 (ns-3), Deseription of the ns-3 core o
module and simulation example,
Medium Access Control Protocol design: Fixed Access Random Access, WSN protocols:
synchronized, duty-cycled
1 lndrrd-:mm to Markov Chain: Discrete time Markov Chain definition, properties, classification o7
anel analysis
MAC Protocol Analysis: Introduction to Asynchronous Duty-Cycled MAC Profocols. X-MAC
Protocol: Design and ron, Performance Metrics and Comparative Analysis
Security in ad hoc wirdess networks - Network security requirements, Issies snd challenges i
w security provisioning, Network security artacks, Secure routing protocol - SAR, Security-Aware AODV o7
Protocol Static and dynamic key distribution
Routing protocels: Introduction, MANET protocods
Routing protocols for WSN: Resource-aware routing, Data-centric, Geographic Routing, Broadcast,
v Multicast 1
Opportunistic Routing Analysis: Analysis of opportunistic routing {Markov Chain)
Advanced topscs in wireless sensor networks
Vi ADVANCED TOPICS : Recent Developments in WSN Standards, Software Platforms and Tools a5
for WSNs, Emerging Applications of WSNs
Total Lecture Howrs 45
List of Experiments
8.No = Title / Topic of the Experiment
1 ns-3 Basic Simulation Setup
2 MAC Protoco] Performance Comparison =
3 Markov Chain Modeling of a MAC Protocol
4 m ing o Protocol
5 WSEN Security. Key Distribution Simulation
& Encrgy-Aware Routing
[ 7 IEEE 802154 Simulation

L

/éﬁﬁi—“' e Mo
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5 Mude Sensor Data Acquisition
] WaN Localization Simulalion —

10 Mata ion in Waks
Total Practicsl Sessions | 15 | Total Practical Hours ED)

List of Tutorial
5.No Title | Topic of the Tutorials |

[EEETE

(etting Siarted with ns-3 == =
Implementing & Basic MAC Protocol in ns-3
Markov Chain Analysis for WSNs =]

WSN Routing Protocols: Flooding and Routing 8
WEN Secursty: Kev Distribution

Energy Consumpdion Analysis in ng-3 =
IEEE R02.15.4 Standard |
WEMN Hardwire: Mole Prwﬂlm

Drata Vienalizstion fior WSNa

Total Tutarial Sessions | 15 ] Tatal Tutorial Hours | 15

o | o | e | | i | ]

—=—
=

Text Books
1. W, Dergie and . Poeliabaver , Pandamenials of Wireless Sensor Metworks ~Theory aml Practice”, st edilion,

Wiley, 2010

1 KescmSohmby, Danicl Minoli and TaichZnati, Wireless sensor networks -Technology, Protocols, and
Applications, 15t edition, Wiley Imterscience, 2007,

3. Takahiro Ham Viadimir I Zadoroshny, and Erik Buchmann, Wireless Sensor Netwock Technologies for the
Iniormation Explosion Era, ™, st edition, springer, 2010

4. CSR.Murthy &amp; B.S, ang Ad Hoc wireless Metwork Architecture & Protocols by, 1% adition, Pearson

Education, 2004

(= é . K
Member Seeretary-BoS -BoS Mwﬂc
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Annasaheb Dange College of Engineering and Technology

Ashin - 416301, Dist. : Sanghi, Maharashirs —
{An Empowered Autonomous Institute) no c=t
Department of Computer Science and Engineering
nest EY M.Tech - Scmcater | Category [ PE___
Course Code, Course Title OCEPESGE- Intelligent Systems Type LITI
Data Structures
Teaching Scheme Lecture | Tuterial | Practical | Self-Stady Credits
{per week) 0z ol 02 | 2 05 |
Examination Scheme MEE TA ESE ClA ESE
{Mariks) | T e | @ I i 50
Course Dutcomes (COs) :
Lipon successful completion of this course, the student will be able to;
COl Analyze the components and upplications of intelligent systems in various domains
cm Evaluate differem search methods and optimization technigues for problem-solving in intelligen
systems
coi E:::-lu knowledge representation techniques and logical inference mechanisms for decision-
miking.
CO4 Assess reasoning techniques under uncestainty and compare various learning algorithms.
CO35 Design imtelligent systern models integrating fezy logic, genetic algorithms, and neural networks.
_Syllabus:
Lecture
Module = Cantents _ |  Hours
Introduction to Intelligent Systems, Definition and characteristics of intefligent systems,
I Historical evolution of arfificial inteiligence (Al), Components: perception, reasoning, learning, nE
and Applications in various domains
p | Biclogical foundations to intelligent systems I1: Fuzzy logic, knowledge Representation and i
inference mechanism, genetic algorithm, and fuzzy neural networks
Search Methods: Basic concepts of graph and tree search. Three simple search methods: breadth-
I first search, depth-first search, iterative deepening scarch Heuristic search methods: best-firss o
search, admissible evaluation functions, hill climbing search. Optimization and search such as
stochastic annealing. =
Enowledge representation and logical inference; Isses in knowledge representation. Structured II
v mmmm“&mugmdmipmmnmﬁnnﬂMamMﬂm;mmem -
logic and logical inference. Knowledge-based systems structures, its basic componenis. ldeas of
Blackboard architectures.

Reasoning under uncertainty and Learning Technigues on uncertainty Reasoning: such as Bavesian

v reasoning, Centainty factors and Dempster-Shafer Theory of Evidential reasoning, A study of iy

different learning and evolutionary algorithms, such & statistical learning and induction leaming.

Emerging Trends and Ethical Considerations, Multi-agent systems and swarm intelligence,

¥i Explainable Al {XAl) and imespretable models, Ethical issues: bias, fuirnoss, and accountability
i fi

in Al Case studies in healthcare, finance, and autonomois systems

Total Leciure Hours
List of Experiments
S.No_ Title / Topic of the Experiment

1 Al-based Chatbot Development — Create a simple rube-based chuthot with decision-making capahilities

2 Simulation of an Intelligent Agent — Implement an intelligent agent that can navigate & virtual
ENVIrGTIT g

3 lnq:]ummﬁmfmeyLugjnS:.ﬁem—Dmignuﬂ;mh;iumnﬁum]nduuﬂﬂapplhﬁm
{2 8. temperuture control) : .

4 Solving an Optimization Problem using Genetic Algorithm — Implement & genetic algorithm for
solving an NP-hard problem It

L] I
oS :
ber Secretary-Bo% -BoS Secretary-AC n-AlL
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Implementation of Breadth-First and Depeh-First Search — Solve a maze navigation problem using BFS
and DFS

Simulated Annealing for Function Optimization — Opdmize a mathematical function using simulated
il

Creating an Expert System using Rube-Based Reasoning — Implement a bagic expert system far medical

Implementation of First-Order Logic in Al Applications — Develop a knowledpe-based system wsing
Prolog,

Bayesian Network for Probabilistic Reasoning — Build 3 Bayesian retwork for weather prediction. ]
Supcrvised Leaming Model for Classification — — Trwin and test 4 supervised leaming madel on renl-

1]

workd data,

1 Multi-Agent System Simulataon - Simulate o cooperative multi-agent system for & wirehouse
_aufomation sceranio

12 Bias Detection in AT Madels - - Amalyre bias in an Al model using fairness metrics. =

| Total Practical Sessioms | 15 | Total Practical Hours | 30
Lizt of Tutorlal
S.Na Tithe / Topic of the Tutarial i,

i Case Study on Al Applications — Analyze Al salstions in healtheare, finance, or robotics and compare
their effectivencas

2 Comparative Analyeis of InteHigend Systens - Examine varions intelligent syetems {e.g., rile-hased,
machine learning, deep bearning) and their real-world implementations.

Fuery Logic Implementation in Decision Making ~ Develop a fizy Ingic-based decision system far an

indusarinl or healthcare application,

Grenetic Algorithm for Optimization — Solve & real-world problem using a genctic algorithm (e g.,

traveling salesman problem),

5 Heuristic Search and Perfisrmance Evalaation — Comgare best-first search and hill clhimbang for solving
pathfinding problems.

6 Building a Semantic Network for @ Knawledge System — Construct a semantic network far a dormam-
specific knowkedge bage.

Automated Reasoning with Propositional Logic - Solve a real-world problem uging propositsonal logic

and inference tochnigues,

Bayesian Networks in Decision Making - Design a Bayesian nerwork for s risk assessment application

Implementation of 8 Machine Learning Model using Inductive Learning — Train an inductive Jearnin _l

algerithm for clnssification.
10 Explainability i A1 Models — Compare black-box and interpretable Al meosdets using SHAP or LIME
techidgues,
i Mubti-Agent Systers fior Problem Solving — Design o malti-agent sysiem for cooperative sk
execution.
 Total Tuturial Sessions | 15 I Total Tutorial Hours | [
Teut Books
. Luger G.F, and and Stubbleficld WA Anificial Inelligence: Structures and strategies for Complex Problem
Solving, Pearson Educaton, 6th edition. 2021
2 Russell & and Norvig P Astificial Tntclligence: A Modern Approach, Prentice-Hall, 4* edition 2020 (US
Editun).
References:

. Imam Ullah Khan and Manyva Ouaisss Ariificial Tnielligence for Intelligent Syetens: Fundamendals,
Challenges, and Applications. CRC Press, 1st edition, 2024
AR . Handbook on Ca fational [ntel Publisher: World Seientific, [ edition 2006,

JQEQ”’: Bvor &wﬂfi‘ i O
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Annasaheb Dange College of Engineering and Technology
Ashia - 416301, Dist. : Sangli. Maharashirs c=t
iy {An Empowered Autonomons Instituie) -—
Fetabliahed: {998 Department of Compuber Science and Enginecring
Course Information:
Class, Semester E.Y. M. Tech = Semester | Category | PE
Cowrse Code, Course Title DCEPESDS Quanivm Computing Type LIT2
Prerequisites -
Teaching Scheme Lecture Tutorial Practical Self Study | Credits
| (per week) 03 | [H nz2 2 | 05

Examinption Scheme MEE TA ESE N ClA ESE
{Marks) Theory a0 30 30 Practical =0

Course Doteomes (C0s) 1

Llpon swccessful completion of this course, the student will be able to:
iCiH (A i1 i inciples, inchad i mechani ubits, and quaniem circurts

| Evaluate quantum algorithms such as Deutsch-lozsa, Bernstein-Vazirani, and Quantum Fourier

o | Transform in terms of efficiercy and complexity
cas Implement quantum search and factorization algorithms like Shor's and Grover' s to solve
computational problems
C0d Design quanium ermor eomection mechanisms and analyze their rolg in mitigsiing quanium ngise
cos Develap quantum programs using Chskit and explore quantum cryprographic prodoeols and
applications
Syllabus:
Lecture
Module Contenis Eonrs

Introduction to Guantum Computing. Motivation for Quantum Computing, Postulates of
I Cuantum Mechanics, Qubits and Quantum States, Bloch Sphere Representation, Quantum Gates: 08
Pauli, Hadamard, Phase, and CHOT, Quantum Circuits and Menpsurement

Cuantom Algorithms and Complexity. OQuantum Parallelism and Superposition, (ueamtam
n Fourier Transform (QFT), Deutsch-Jozsa Algorithm, Bemstein-Vezirani Algonthm, Simon's LI ]

Algorithm, Introduction to Quantum Complexity Classes (BOP, OMA, eiz.)

Shor's and Grover's Algorithms: Shor's Algorithm for Integer Factorization, Quantum Phase
Estimation, Applications of Shor's Algerithm in Crypianalvsis, Grover's Algorithm for 0
Unstructured Search, Performance Companson with Classical Search, Grover's Algorithm
Applicationg

Quantum Erver Correction and Nobe: MNeed for Quantum Error Comection, Classical vs,
v Cruantum Errer Correction, Shor Code and Steane Code, Quantum Decoherence and Noise Models, L)
Cheantum Fault Tolerance and Threshold Theorem

Quantum Hardware and Programming Quantum Hardware: Superconducting Oubits, fon
Traps, Photonic Systems, Introduction fo Cuantum Progrmming Frameworks (Oiskil, Cirg, P
PennyLame}, Writing Quantum Circuits in Ciskit, Running Quantum Circuits on Simuolators and
Real um Machin um Clowd Co i

Advanced Topics and Applications Quantum Machine Learning, Quanium Cryptography
V1 | BB&4 and Quanum Key Distribution, Variational Quamtum Algorithms {VOE, QAOA), Quantum 07

Intermet and Future Trends, Ethical and Security Aspecis of Quantum Compuling

Total Lecture Hours 45

Lisi of Experimvenis with CO Mapping

9.No Title / Topic of the Experiment CO Mapped

| Implementing Chiantum Gates and Circuits in Ciskit 01

s Simulating Deutsch-fozsa and Bernstein-Vazirani Algorithms = j . S

3 Implementing Quantum Fourier Transform and Analyzing its Complexity

|4 | lmplementing Shor's Algorithm for Integer Factorization B N

5 Implementing Grover's Algorithm fiar Lﬁﬂjﬂqﬂ Search co3

6 Simulating Quantum Error Correction using Shor Code Co4
sty \
B

s | I Pt
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7 Ruaning Quantum Circuits on Real Cruantum Hardware using [BM Quantum COs
B | Developing and Executing Quantum Cryptographic Protocols (BBS4) COs
2 Implementing Variational QHE-I'!HI:I'I Algorithms for Optimization Problems C0s
10 | Machine Leaming using Quantum Meural Networks COs
Total Pructical Sesslons 15 Total Practical Hours 3
List of Tutorlals with CO Mupping
S.No Title / Topic of the Tutorial CO Mapped |
I Basics of Qubits, Quanium Gales, and Circuit Design Ci]
i Analyzing Dewtsch-Jowsa and Bernstem-Vazirani Algorithms co2
3 Implementation and Analyeis of Quantum Fourier Transform CO2
4 Understanding the Working of Shor's Algorithm = C03
5 Application of Grover's Algonithm in Datahase Search o3
B Duantum Ermor Coerection Mechaniems L0
7 Exploring CHelit for Chaaritum Programmiegs L
B lﬂ:lﬂmrt_'.r_ulmlinu COs
Total Tutorial Sessinng 5 | Total Tuterial Hours 15
Text Books

l. Cuantum [nformation Science — Manenti K., Motta M., 15t Edition, Oxford University Press (2023)

|| 2, Quantum comgutation and quantum information — Miclsen ML A, and Chuang L. L., 10th Anniversary edition,
Cambridge University Press (2010

3. A Pathak, Elements of Quanium Computation and Quantum Communication, BocaRmon, CRC Press (2015)

References:

coding guide)

I Quantum Computing for Computer Scientists — Noson 5. Yanofsky, Mirco A Manmucci (Covers quantum
programming)
2. Lewrn Quanium Computing with Python and IBM Quuntum Fxperience — Robert Loredo (Practical Qiska

A= By B
Member Secretary-Ro% Chalrman -Bef ember Secretary-AC Chalrman-AC
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Annasaheb Dange College of Engineering and Technology
Ashia - 41630, Dist. : Sangli, Maharashirn
{An Empowered Autonomous Institure)

Department of Computer Science and Engineering

MOC=C

Course Dutcomes {(C08)

LIpon successful completion of this course, the student will be able to:

E.Y. M. Tech - Semester | Category | PE
Course Code, Course Title OCEPES)T - GPU Com Type LIT2
P wliltes Bauiglumwledgaql‘mltmm. Operating System, Codapister Or ganization &
Teaching Scheme Lecture | Tutorial | Practical | Self Study Credits
(per week) 03 . ol 02 2 s
Examination Scheme MSE | TA ESE oo | CIA ESE
(Marks) Tmeary %0 | 20 N Rl B : =

l 0

| CUD

Apply fundamental m&af’ﬂ]‘:ﬁ computing by implementing parallel EJIEI:H"tﬂnm using

coz

evaluate memory allocation, i

Analyze the impact of different CUDA memory types on the performance of parallel programs, and |
pes, and access paiterns fior efficient GPL compurting.

Cod

O

Analyze GPU debugging, profiling, and asynchronous execution sirategies by evaluating
performance metrics, stream-based paraflelism,

Examine synchronization mechanisms and fiunction execution models in GPU programming

~0s

Analyze advanced GPU computing technigues such as dynamic parallelism, unified virual memory. |

Syllabus:
Module

Contents

Lecture
Hours

Introduction

History, Graphics Processors, Graphics Processing Units, GPGPUs. Clock speeds, CPU / GPLU

comparisons, Heterogeneity, Accelerators, Pasallel programming. CUDA OpenCL / OpenACC,
Hello World Computation Kemels, Launch parameters, Thread hierarchy, Warps / Wavefronts,
Thread blocks / Workgroups, Streaming multiprocessors, 113/ 2D / 3D thread mapping, Device
properties, Simple Programs

Memory
Memory hierarchy, DRAM / global, local / shared, private / local, textures, Constast Memory,
Pointers, Parameter Passing. Arrays and dynamic Memory, Multi-dimensional Arrays, Memary
Allocation. Memory copying across devices, Programs with matrices, Performance evalumtion with
different memaories

———

Synchronization

Memaory Consistency, Barriers (local versus global), Atomics, Memory fence, Prefix sum,

Reduction, Programs for concurrent Data Structures such as Worklists, Linked-fists,

Synchronization across CPU and GPU

anﬂilu: Device I;ih functions, Host finctions, Kemnels functions, Using libraries (such as Thrust),
FArics

Support and Streams

Debugging GPL Programs. Profiling, Profile tools, Performance aspects

Streams: Asynchronous processing, tasks, Task-dependence, Overlapped data transfiers, Default
Stream, Synchronization with stréams. Events, Event-based Synchrosization - Overlapping data
transfier and kernel execution, pitfalls.

Case Studies
Image Processing, Ciruph algorithms, Simulations, Deep Learning

o7

L |

Advanced Topics
Dynamic parallelism, Unifisd Virual Memory, Multi-GPU processing. Peer  nccess,

Total Lecture Hours

ember Secretary-HoS
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5.Nu Title ! Topic of the Fxperiment
| *  Tplement CUDA code to compite the squares of the first W integers. Tmgplement Prodiscer
| consumer problem.

Implement matrix multiplication on the CPU and GPU{without using shared memory), znd compare
their relative performances in terms of GFlops and repont your performance resubis
lmplement the 1-D convolution kernel and compare the perlormance with and without shared memory
Implement 2.1 canvelstion with data in shared memory. Also, analyze the redisction in handwidih
from nse of shared memory i 2-D convo htian,
Implement code for histogramming withou! stomic operations and experirnent with it to find out the
fraction of times that it gives incomect results and report i
6 Implement recuction w find the sam or maximem of on array using atomic operations on global
memary. Cpimize this with shared memory and compare performance. 4

7 Implement paralle] reduction for finding the sum or maximum of an srray using GPL threads.
* Implement paraliel sorting, such as radix sort or bitenic sort, using GPL programming.
#  [mgplement Non-Serial Polbvadic Dynamic Programming with GPU Parallelization

=  Evalusic memory sage {global memory ve. shared memory) snd scocss peticris.

= Amalyze scaling behaviour for both krger problem sizes and GPU resource milization

. Perform FFT on a signal using GPLU libraries (e.g.. cuFFT) and wnalyze the speedup.
14 Train a simple neural metwork on a GPU and compare e sraining time wiih CPU-based iraming,
Total Practical Sesslans | 15 | Total Practical Hours | M
List of Tutarials |
i0.No Title / Topic of the Tutorial
Tutorial No 1

. A-CH:I'mn.cbu-nl:apmdnl'a.ﬁﬂﬂxudmmm:ﬁmmﬂquﬂ:mﬁ#um
# A GPU has a clock speed of 1.5 GHz, but each Streaming Multiprocessor (SM) has 128

I cores, and the C7PLT has 40 5Ma.

¢ Compare the tofal theoretical FLOPS (Floating Point Operations Per Second) for bath

Consider a 2D matrix molidplication kemel where we process a 1024 = 1024 matri.
3 s« We configure thread blncks of size 16 = 16
¢ How many thread blocks de we need

A warp in CUDA contains 32 threads.
Consider a block of 256 threads.,
How many warps are needed to execute the blogk.

»  Supposc we have o YD prid of 64 = 32 = 16,
#  Each thread block has @ thresd configaration of (8, 8, §).
*  How many thread blocks and tol threads are laonched.

*  ANVIDIA A1) GPU has;

o B Streaming Muoltiprocessors (SMs)
5 o 128 CUDA cores per SN
o Chock Speed: 1.41 GHz

Tutorial Na.}
A GPU has the following approximile memory access Intencies:

*  Registers: | cycle
& Shared Memory: 20-30 cycles

A= By B
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*  Global Memory (DRAM): 400600 cycles

If & kernel performs 100 memory sccesses, where:

s B0% are to global memory
#  30% are io shared memory

;= 20% are W reglsters
2 Implement paralle] reduction for finding the sum or maximum of an array using GPU threads.
A global memory sccess inkes S eyeles, while a constant memary aceess takes 10 evcles if
3 cached If a kemel performs 1,080 accestes 1o a constani value, what is the performance gain if we se

constant memary medesd of global memoey

Memory Allocation & Copying — Dats Transfer TimeA $12 MB matrix is copied from CPU w GPUL

4 *  PCle bandwidth = 16 GB/s

How long does the memory transfer take

A kernel performing 100 million texture fetehes sees the following Intencies:

= Globel Memory Fetch: 500 cycles
#  Testure Memory (cached): 58 cycles

How much faster i texiure memory

| Tutarial No3 I

Griven an array A = [1, 2, 3, 4], muktipbe threads update A[0] by adding their thread index.
__glohal__ veid ruce_condition{ing *A) {
A 4= threadldy.x;

Compute the possible incorrect resubts if 4 threads (threadlde = = 0,1,2.3) run wishout
sync hronizaliog.

A ghobal varigblc X = 0 is modificd by Thread 0, but Thread | reads it immedatety
__global__ void memory_consisteneyiing *X) |
if (threadidy.x = 0) X[0] = 42;
if {threadld . == 1) printf™ Sod'n™, X[0])

What could Thread | print if  threadfence() is not used

Given X = 5, multiple threads perform
—plobal__ void stomic_op{int *X) |
3 atombcAdd(X, )

It 4 threads exccute this kernel, what is X

Explain the rale of cudaDeviceSynehronize) in CPU-GPU synchronization?

kI =
-Ellh.i" Becretury-Ba% <Bo% r Secretary-AL
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Given A = [1, 2, 3, 4], each thread doubles its element in shared memory before ]
sloring it back.
__elabal__ vald shared_memary_examplefing * A} 4
__shared __ Int temp[4];
int tld = threadlds, x;
temip|tid] = A [xid);
_ syncthreadsi); /f Burrier |
temp(tid] *= 2;
__symcthreads(y;  Barrer 2
Aftid] = temp|rid];

!

Compute the final ourpuot.

Tutmrial Mo.4

Case study on [mage Processing ( Image Convolution Using CUDA, Himtogram Equalization for Image

Enhancement, Edge Detection Using Sobel Filicr).

Case study on Graph Algorithms (Parallel Gragh Traversal Using CUDA (Breadrb-First Search)).

Case study on Simulations | Large-Scule Simulations (N-Body Simulatien)).

Case study on Desp Learning (Deep Learning Acceleration with CUDA (CNN Training)).

Tutertal Moe.5

What i dynamic parallelizm m CUDA?

| Suppose you have 1024 elements o process, bul only elements with valaes > 50 need additional
computation. I esch element has a 30% chance of being > 50, how many kernel banches will happen

with dynamic paraliclism?

What is Unified Viroal Memory?

F If copying data between host and device takes Sms, and a GPU kernel runs for 2ms, wht is the

speedup using UVM if memory transfers are avouded?

Whai = belerogensous computing?

i A CPU processes a task in 20ms, while s GPU processes the some task in 4ms. Ifithe CPU handles 305

of the workkeed and the GPL T0%, whal iz tse overall nantime?

P A profiler shows your kernel spends 60% of its time on memory transfers and 4% on computation, If
optirizations reduce memory transfer dme by 50%, what is the new total execution lime?

A kernel processcs | million elements. Memory access takes 300 na'elament, while computation takes

100 ne'chernent. You optimize memory access with shared memory, reducing memory latency by 50%.

5 #  What is the total instial kermel time?

»  What i the sew kernel time afier optimiration?

What pereentage speedup did you achieve?

You have a computational workload that takes 10 soconds on a single GPU. When using 2 GPUs, you

observe a 1.8= speedup instead of the ideal 2= due 1o communicaticn overhead, You try with 4 GPUs,

buit the spesdop drops te 3.3«

|
| k| B —

6 s What is the commumication overhead for 2 GBUg?
»  What & the communicateon overhead for 4 GPLg?
How much of the worklead is inherent iy serial?
Total Tutorial Sessions | 15 | Total Tutorial Hours | 15
Text Hooks

I. Peter.S Pachego, Intreduction 1o paraliel programming, First, Morgan Kaufimail, 201 1
L Michac! } Quinnn, Parslic] Progrseming m C with MP1 and Open MP, =, Ttz MoGraw Hill, 2006
3. ProfSomanath Roy, HIGH PERFORMANCE COMPUTING FOR SCIENTISTS AND ENGINEERS, —

NPTEL, 2020 4

Referemces:
1. Ananth Grama, George Karypis, Vipin Kumar & Anshul Gupta, Introduction to Paraliel Computing |
Sccond, Pearson Education Limited, 2003
2. Shane cook, CUDA Progmmming :A Developer's Guide to parallel Compusing with GPUs, First, Elsevier
Toc, 2013

= S
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Annasaheb Dange College of Engincering and Technology
Ashta - 416301, Dist. : Sungli, Maharsshirs
(An Empowered Aulonomous Institute)
Depurtment of Computer Science and Engineering
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o

Upon successfil completion of this course, the student will be able 1o:

E.Y. M. Tech — Samester | — Categary | MA
Course Code, Conrse Title DCEMASS - English fiar Research Paper Writing Type mn
 Lecture | Tatorial | Practical | Self Stady Credits
2 | m o0 - 0
Examination Scheme MSE | TA J ESE | =T ESE
| (Marks) Theory - S0 A ] Practical - T
Course Owteomes (C0s) @ i

Apply foundational academic Englsh principles, meluding clarity, ebjectivity, and formal tone, to

mnprove rescarch writing gquality,

C0z2

evaluation lui@ﬁﬁ'ugnmmu. methodologies, and findings.

Analyze research papers using advanced reading strsfegies such as skimming, scanning, and critical

wards for cohesion, and avoiding redundancy,

Evaluate rescarch writing style by structuring sentences and parngraphs effectively, using link

terminobogy, complex sentence structures, and approprinie verb tense comsistency,

Demanstrate proficiency in rescarch vocabulary and grammar hy uung discipline-specific

| ensuring plagiarism-free writing, and adhering io academic conveniions.

Create ethscally sound research documents by levernging Al tools for citution management,

Muodule

o3

Coa

(15
Syllabas:

Contents

Lecture
Hours

Fapndations O Academic English [n Resewrch

Academic English - Map (Meszage- Andience-Furpese) - Language Proficiency For Wiriting - Key
Language Aspects - Clarity And Precigion - Objectivity - Formal Tone - Imtegrating References -
Following Academic Conventions

LE

Effective Writing Style Far Rescarch Papers

Word Order - Sestences And Paragraphs - Link Words For Cohesion - Avoiding Redundancy |
Repetition - Breaking Up Long Sentences - Structuring Panagraphs - Parnphrasing Skills — Framing
Title And Sub-Headings

Advanced Reading Skills For Researchers
Reading Academic Texts - Critical Reading Strategies - Skimming And Scanning - Primary
Rescarch Aricle Vs Review Article - Reading An Abstract - ing Hesearch Articles -

Tdentifymg Arguments - Classifying Methodo Evahusting Fincdings - Making No
ﬂml\"mﬂrj'm\'dtlnnm . e

Formulaic Expressions - Synonyms And Noances - Academic Phrase Bank - Digeipline-Specific
Vocabulary - Formal Expeessions And Idioms - Language For Describing Results - Commanly
Misused Words - Effective Use OF Adjectives And Adverbs

Grammar Refinement For Rescarch Writing

Advanced Punctuation Usage - Grammar For Clarity - Complex Sentence Structures - Active-
Pagsive Voice - Subject-Verb Agreement - Proper Use OF Modifiers - Avolding Ambriguous
Pronoun References - Verb Tense Consistency - Conditional Semences

Vi

Technology And Language For Research

Digital Literucy And Critical Fyvalustion OF Online Content - Technology And Role OF Ai In
Research Writing — Assistance In Generating Citations And References - Plagiarism And Etlical
Considerations ~ Tools And Awarences — Fair Pructices

Totnl Leemure Hamrs

e —

kA=

- cndl
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S |

| Text Books —

L. Bailey, 8. 2003, Academic Writing: A Handbook for International Students. London and New York:
Reutledge.

2 Crswell, G. 2004, Writing for Academic Success, Sage Publications.

3. Wallwork, Adrian 2015, English for Academic Rescarch: Cirmrmmar, Usage and Style, Springer, New York

4. English for Writing Rescarch Papers, Springer, New York.

e —

Rieterence:
1. Creme, P, Samp; M. Lea. 2008 Writing at University: A guide for students. Open University Press.

2. Oshimu, A, &ump; Hogue, A. 2005, Writing Acadenic English, Addison-Wesley, New Yark

3. Swales, J. Zamp; C. Feak. 2012, Academic Writing for Graduate Stadents; Essentinl Skills and Tasks.

Michigan University Prass. § g __ 1
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Annasaheb Dange College of Engineering and Technology
Ashia - 416301, Dist. - Sungil, Makarsshira mC=t
S (An Empiwered Autonomous Instituie) L -
Estabvlisacd: 199 Department of Computer Science and Engincering
Course Information: =
| Class, Semoster F.¥Y. M.Tech — Semester [I Category | OE
Couirse Code, Course Title OCEQESDS Business Analytics Type Ti
Prerequisites Basic mathematics, Machine learning l L
" Teaching Seheme Lecture | Tutorial | Practical |  Self Study Credits
(per week) K] 00 5 il 2 [
Examination Scheme | MSE | TA ESE ClA ESE
| (Marks) Thieory a0 0 | K Practical s z
Course Dutcames ()
Upon successful completion of this course, the student will be able to;
COv Assess the role of dats science and business analytics within an organization. J
oz Design a data integration pipeline for transforming diverse dats into o unified everprise data
warchouse for strategic analytcs, )
Co3 Determine appropriate business sualytics models and apply descriptive analytics tools
o Develop predictivie analytics modelstools o gain insight from data for business decision-mak ing,
CO3 Develop prescripiive analylics models‘tools w gain insight from duta for decision-making pusoses
CEI6 Use software hike B, Excel, gnd SPSS far model development and output interpretaion.
Svllabus:
Musdule Contenis H re |
aurs
Imtrosduetion to Data Science Y

Orverview of tools i Dota Science — Data Science Methodology: Dats Requisements — Data
Understanding — Daia Preparation — Data Maodeling — Model Evaluation —Model Deployment —
Maodel Feedback

Introduction (o Business analytics L
Orverview of the stratcgic impact of BAT across key industries- Analytics 3.0-the nature of analytical
n competition- Competing on Analytics with Internal and external Processes- A Roud Map 1o
Enhanced Analytscal Capsbilities- Managing Analytical People- The Archilecture of Business
Intelligence -Essential Practice Skills for High-Impact Analytics Projects.

Descriptive Analytics o7
I | Dats Visualization and Analytics- Charrs (Bars-Pie-Line-Scatter-Map-Bubble-Box & Whisker-
Tree mup - Heat Map-Circle and Ares) -Worksheet, Diashboard and Story Board creation

Predictive Analytics '
w Introduction, Real-Workl Applications (Marketing, Finance, Healibeare), Datas Preprocessing,
Linear Regression, Chaster, CART and Newral Network model,

Prescriptive Analytics o
v Introduction, Applications in Business (Supply Chuin, Finonce, Marketing), Linear optimization,
[ntaper oplimivalion, Non-lincar programming and Simulation

Vi Contemporary [zsnes 7
Guest lecture by indusiry experts on Emerging trends in basiness annlytics and intelligence

Total Lecmre Hours 45

Text Books

I. Sharda R, Delen D, Turban E, Aronson J, Liang T. P, {2014}, Business Intelligence and
Analytics: Systems for Decigion Support, 10th edition, Pearson Education,

2. Powell 5. G, Barker K. R, (2014), Management Science: The Art of Modeling with Spreadsheets,
(W/Cd), dthedition, John Wiley & Soas..

References:

I, LinoffG. 8 Beery M. J, {2011}, Daia mining technigues; for mawrketing, sales, and customer relationship
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managemend, 3rd edition, John Wiley & Sons.
2. Frank B, Green B, Harris T, Van De Vanter K, (20010}, Business Intelligence Strategy: A Proctical Guide for
Achieving Bl Excellence, MC Press.

3. Hamr, I F, Black W. C, Babin B. J, Andersan R, E. Tatham E. L, (2009), Multivariar: data ansbysis, 7th edition,
Pearson education,
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Annasaheb Dange College of Engineering and Technology
Aslids - 416301, Disi, : Sangfl, Maharaihira e
{An Empowered Autonomous Institute) m c=t
Estalilled: 1999 Depariment of Computer Scicnce and Engineering
Course Information: 5
Class, Semester F.Y. M.Tech - Semester [1 Category | OE
Course Code, Conrse Title CEQES1E Operation Research Type Ti
Prerequisites B -
Teaching Scheme | Lecture | Tutorial Pracilcal Sell Study | Credits
 fperweek) = 03 @ __ | 0 2 | o
Examination Scheme MSE | Ta ESE Cla ESE
(Marks) e lbw T o | T :
Course Outeomes (O0s) @
| Upon suceessfiul completion of this course, the student will be able to:
Bh]] Apply LP techniques in manufaciuring and serviee seciors.
Co2 Provide comprehensive knowledge about different techniques of Operations Rescarch.
o3 Apply Network Flow technigues and Project Scheduling techniques i real time Projects,
CO4 Apply Jab Sequencing techaxues in Marufacturing and service sectors.
S | Inerpret the resubts ohtained from software
EI! -
Mudule Contents s
Hoars
Basics of Linear Algehra 08,

Matrices, Rank of a matrix, Euclidean Space, Lincar Dependence of Vectors, Spanning set & hasis,
1 Representation of o matrix in terms of vectors, System of Lincar Equations, Basic Solmtion, Basic
feasshle Sohation. Strocture of a Linear Frw’l.umns (LP) Model, General form of a LP mudel,
Moded Formulation & Craphical Method of Solition, Simplex Method {Maximization case), Big M
Linear Programming 8.
i Formulation of linest programming problems, Graphical method for salving linear programming
probiems with twa variables, Semplex method for solving linesr programming problems, Duslity in
linear programming
Network Analysis 07,
m Network Flows: Problems, Shortest Paths, Spanning Tree, Maximum Flaw, Network Simplex
Method PERT/CPM networks - project scheduling with uncertain activity times - the critical path
calenlation,
Job Sequencing = 08,
v Sequencing: Sequencing of '’ jobs and ‘1" machines - ‘0" jobs and '3, M machines —Processing two
jobs through M machines.
¥V Application using sofiware
Solving operation research problems using Excel-Solver and TORA Software.
Contemporary lssues 0,
Wi Guest lecture by industry experts on contemporary operational analytics wols used by corporates in
decision making

e

=

Tutal Lecture Hours 45

Text Bouks
. Wayne L. Winston and 5. Christian Albright (2008). Practical Management Science, 3rd ed,, South-
Western College Fub

z. Hamdy Taha, {2003}, Crperations Research — 7 th edition, Prentice Hall India

References:
I, Kanti Swarup, P.K. Gupta & Man molan, (2005), Operations Rescarch, Sultan Chand & Sons
1. S.D.Sharma & Kedar Math, (2004), Operations Research, , Ram Math & Co.
3. V.K Kapoor, (2002}, Operations rescarch Techniques for Management, Sudan Chand & Son
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Annasaheb Dange College of Engineering and Technology
Ashita - 416301, Dist. : Sanghl, Maharsshirs
St (An Empowered Autonomons Tnstitete) m CEt
Eaimblished: 1999 | Department of Computer Science and Englneering
Course Information: e
Semester E.Y. M.Tech - Semester I Category | PC
Course Code, Course Title OCEPCS11 Advanced Algorithms Type | LIT2
Prerequisites Advanced Duta Structures .
Teaching Scheme Lecture | Tutorial | Practical | Self Study | Credits
Jguﬂnmm - [HEEM T = i : -
X A ESE ClA ESE
(Murks) ey =36 | 35 | i 50 i e—
Comrse Outeomes (C0s) - L
Lipen snceessful completion of this course, the studem will be able wo;
Analyze the efficiency of fundamental graph algonthms, including BFS, DFS, Topological Sorting,
co Strongly Connected Componenis, and Minimum Spanning Trees using Kruskal's and Prim's
algorithms

Evaluate single-source shortest path algorithms sach as Bellman-Ford, Dijkstra’s, and shortest paths

in Directed Acyclic Graphs, nlong with their correciness proofs 4

co3 Apply afl-pairs shortest path algorithms, maximum fow wechniques, and bepartite matching methods
b salve redl-warld aetwork optimization problerms

co4d Design multithreaded algorithms for computational problems, mcluding matrix operations, sorting,

and solving syatems of linear equations

Assess NP-completeness, compuiaticnal geometry problems, and spproximation algorithms by

oo

COo3s e ; :
| formmlating reductions and verifying problem complexity
Syltabus: X -
Mudule Contents i
Hours
Elementary Graph Algorithms and MST 08 Hirs.

1 Representation of Graphs, BFS and DFS, Topological Sot, Strongly Connected Componcnis
CGrrowing & Minimum Spanning Tree, Algorithms of Kraskal and Prisy

Kingle Source Shortest Path Algorithms i 08 Hie.
i Bellman-Ford  Algorithm, 5S55P i Directed Acyclic Graphs, Dijkstra's  Algorithm,
Difference Construints and Shortest Paths, Proafs of Shortest-paths Properties

APSP and Maximum Flow =5 07 Hirs.
Shortest Puths and Mutrix Multiplication, Floyd-Warshall Algorithm, Johnson's Algorithm for
Sﬁ Cirgphs Flow Networks, Ford-Fultersen Method, Maximum Bipartite Matching, Push-
relable_algorithms
Multithreaded Algorithms and Matrix Operations {8 Firs.
E{ﬂhﬁ: Multithreading fundamentals, Multithreaded Matrix Multiplicstion, Multithreaded merge

Solving svstems of lincar equations, [nverting matrices, Symmeiric positive-definite motrices

- ani |east-squares opproximation _

Computational Geometry and NP-Completeness 08 Hra.
Line-segment properties, determining whether any prair of segments intersercts, Finding the convex

v hull, Findeng the closest pair of points

Polynomial time, Polynomisl-time verification, NP-completeness and reducibility, NP-

_compleleness proofs, NP-complete problems j

Approximation Algorithms 06 Hrs. |

Vi The wveriex-cowver problem, The traveling-salesman problem, The sct-covering problem,

Randomization and linear programming, The subset-sum problem

-

Total Lecture Hoary | 45 His

""Zl: l"'"*"'"‘r‘.. b= “ﬁ":ﬁ' E@T‘ t .
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[ List of Experiments
S.No Tithe ¢ Topie of the Experiment
[ Implement BFS and DFS for & given graph and analyze their time complexity. {CO1)
Implement Kruskal™s and Prim's algorithms to construct o Minmum Spaming Tree and compare their
2 efficiency, (CO1) =
. Develop a program to find the shontcst path using Dijkstra's and Bellman-Ford algorithms and anatyze
thei correctness. (€02)
4 Implement Floyd- Warshall and Johnson's algorithms for all-pairs shortess paths and compare therr
performance. (C03) e
S Implement the Ford-Fulkersan algorithm to compuate the maximum flow in a given network, (CO3)
6 Dresign and implement a muitithreaded matrix multiphication algorithm using dynamic muoltitheeading.
(C04)
7 Develop @ multsthreaded merge sort algorithm and analyze ais parformance. (C04)
" Tmplement the Convex Hull algorithm using Graham's scan or Jarvis's March and analyee ils
cfficiency. {CO5) =
g Ef];ﬂﬂmrmhtmhrm; the Vertex Cover problem to & known NP-complete problem,
10 Implemeni an approximation algorithm for the Traveling Salesman Problem and analyze its
approximation ratio. (C05)
Total Pructical Sessions | 15 | Total Practical Hours | k1T
“Text Books

Thowmas H. Corman et al, “Introduction to Algorithms”, PHI Leaming pwi, Lid, Third Editicn

References:

1. E. Horwitz, Sariaj Sahani et al" Pundamentals of Computer Algorithms”, Universilics Press, Second Edition
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Annasaheb Dange College of Engineering and Technology

Ashtn - 416381, Dist. : Sangh, Maharashirs -3
{An Empowered Autonomons Institute) mc=t

Depuriment of Computer Science and Engineering

S | E.Y. M.Tech — Semester 11 Categary | PC
Course Code, Course Thile ACEPCS12- Soft Computing | Type LIT1
Bagic calenbus {derivatives)
Basi: linear alpebra (matrices, vectors)
i e Haﬂi: probabrlity and statistics
*ﬂpﬂlﬂn in Python/Mat [ah/Octave
Teaching Scheme l.-:ﬂlr: Tutortal | Practical | SelfStudy | Credits
{per week) 13 o | o2 | 2 | 5
Faamination Scheme MSE TA ESE ClA ESE
(Marks) _ Vs e om [ e 30
Course Dutcomes {CiDs) ¢ |
Upon successful completion of this course, the student will be able |
col Analyze the principles of soft computing techniques and compare them with conventional
computing methads (K4)
i ur.-ul::r fuzzy logic-based deeision-making systems for handling unceriainty i real-workd
applications. (K6) I 4
Co3 Implement artificinl neural nerwork models fior patiern recognition and classification tasks. (Ki)

Evalnate cvolutionary computing slgorithms, such us Genetic Algorithms and Swarrm intellgence.

| Co4 for problerm-solving. (K5)
o Integrate hybrid soft computing lechnigues (Neuro-Farzy, GA-ANN) 1o enhance machine learning
L models and optimize computational processes. (K6)
'S-ylll.hu:
Madile Contents Kastyos
Hours
Intraduetion to Soft Computing (Fundsmentals): Evelution of Computing: Soll Computing 7

1 Constivents, From Conventional Al to Computational Intelligence, Characteristics of Meuro

LComputng and Soft Computing, Difference between Hard Computing and Soft Computing,
Concepts of Learing and Adeptation o
Furry Lagic and Applications: Basic Concepts of Fuzey Sets and Membership Functions, Rough 0N
n Sets, Fuzzy Rough Sets.Fuzry Rales and Fuzey Inference Systems (Mamdani & Sugeno), Fuzzy |
Decision-Making and Control Systems, Fuzzy Clustering Algorithms (Fuzzy C-Means),
Artificial Neural Networks (ANNs): Introduction to Meural Networks and Perceptren Models, i
m Multi-Layer Perceptron (MLP) and Backpropagalion Algorithm, Rodinl Basis Function Networks,
Applications of Neural Networks in Pattern Recognition
Evolutionary Computing: Fundamentals of Evolutionary Computation, Genetic Algorithams [
v (A} Operators, Selection, Crossover, Mutation, Particle Swarm Optimization (PS0), Aot Coloedy
Optimization {ACO) amd Applications,
Imtroduction to Soft Computing (Fundamenialk): Evolition of Computing: Sofi Compuaring a7
Constituenis, From Conventionsl Al o Compuintional Intelligence, Characteristics of MNewro
Computing ond Soft Computing, Difference berwesn Hard Computing and Sofl Camputing,
Coneepts of Learming and Adoptation
Fuxxy Logic and Applications: Bassc Concepts of Fuzzy Scts and Membership Functions, Rough w7
Ll | Seis, Fuzzy Rough Sets Furzy Rules and Fuzzy [nference Systema (Mamdani & Sugeno), Fuzzy
Decision-Making and Control Systems, Fusry Clustering Algorithmes (Fuery C-Menns),

Tatal Lectwre Hours | 45 Hirs

List af Experiments with €0 Mapping 2 :
8.Na Title / Topic of the Experiment
Introduction to Soff Computing Toals
s Setup MATLABPyihon environmemnts

Gt B AN
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o [mplement hasic nuthematical finctions related to soft computing
Forry Logie Implemeniation
2 #  Design furry sets and membership finetons
» _Implement s Furry Inference System (FIS) using MATLAR Pyihon
Artificial Neorul Network (ANN) Baslcs
3 ¢  Implement a simple Perceptron Medel for AND, OR, XOR functions
¢ Train a Multi-Layer Perceptran (MLF) Hac
Neural Network for Classification el Beckpropagasion
4 = [mplement o Feedforward Neural Network (FNN) using Tenser Flow! Keras
* _ Train a model for handwritten digit recognition (MNIST dataset)
Genetle Algorithms (GA) Implemcntation |
5 ¢ [mplement Selection, Crossover, and Mutation operaton
*  Solve an optimization problem using GA
Particle Swarm Optimization (PS0)
& = Implement PSO algorithm fur functien optinrization
*  Comparg results with Genetic Algorithm
Amt Colony Opomization {AC0D)
7 s Sobve the Traveling Salesman Problem (TSP) using ACO
= Amalyre convergence behavior
Newrv-Fuzzy Svstems =
R & Implement o Mewro-Fuzey Inference System (NFIS)
®  Train an Adaptive Neoro-Fuzzy Inference Syatem { ANFIS)
"Hybrid Intelligent System Development 2
L] = Integrate Fuzry Logle, Nenral Networks, and Evolutionary Algorithms
= Develop an intefligent faunlt deteetion sysiem
Reinforcement Learning in Soft Compating

1D #  Implement a basic Q-learning model
I ®  Train an agent using Deep Q-Netwark (DON)
Case Study amd Mini Project

i1 o Develop o real-world application using soft computing technigues
» _ Examples: Medical Dia Stock Price Prediction, or Robotics
Total Practical Sesslans | 15 | Tatal Practical Hours |

-

List of Twinrial
5.0Na Title ! Topic of the Totarkal
Fumbfamentals of Soft Computing
i *  Difference between Soft Computing and Hard Computing
* _Applications and advantages of Soft Computing
Fuzry Logic Basics
2 = Solve numerical problems on Fuzey Sets and Membership Functions
»  Design o Forxy Inference System (F15)
Fuzzy Logic-Based Classification
3 ¢ Case shudy: Furey-Based Traffic Signal Control
*  Design Fuzzy Rules for Air Conditioning System
Astificial Meurul Networks { ANN) Basics
F ] »  Derve activation fonctions (Skgmeid, ReLU, Softmax, etc.)
*__Solve u problem using Backpropagation Algorithm
Mearal Networks for Paltemn Becognition
5 »  Handwritten digit recognition using MLP
¢  Comparison ¢f ANN und Traditional Machine Learning
Ciprsmization Using Genetic Algorithme
& s  Splve Knapsack Problem using GA
* Compare GA with Brute Foree and Greedy Algarithms
FwIII.IEItnrl..'l.l':|.I A lgorithms and Their Applications
*_ Discuss Particke Swarm Optimization (PSO) vs Genetie Algorithm (GA)|

/;_é:;.;f P i
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= Solve Optimirstion Problems Using PSO
At Colony Opimization (ACD) for Rewing Problems
B *  Design an ACO-baged Shortest Path Alporithm
#  Compare ACD with Difksira’s Algorithm
MWewro-Furry Systems
9 *  Explzin Adaptive Neuro-Fuzzy Inference System (ANFIS)
* _ Solve Time Series Prediction Using Nearo-Fuzzy Maodel
Hybrid Svstems & Case Studics
1o ®  Dmcuss case studics in Healtheare, Roboties, and Finanoe
I *  Designa Hybrid Intelligent Model for a Real-World Problem
“Total Tutorisl Sessions | 15 | Total Tutorial Hours 115 =
Text Books

I. &. Rajasckaran, (3.4. "r’{p}'lhka‘rnll;ll. Neural Networks, Fuzzy Logic, and Genetic Algorithms: Synthesis and
Applications ISBN-13: 978-R120321 861, 15t Edition, Preatice Hall of Tndia, 2003
2. f-:-, Srvenandam, SN, Deepu, Principles of Soft ComputingvSBN-13; 978-8126577132, 3rd Edition, Wiley
i, 201K,
3. LSR. lang, C.T. Sun, E. Morutani, Neuro-Fuzsy and Soft Computing: A Computational Approach to Leaming
and Machine Intclligence ISBN-13: 978-011 32610667, 1= Edition, Frentice Hall, |997

HReferences:

I. David E Goldberg, Genetic Algoruhms in Search, Optimization and Machine Learning ISBN-13: 978-,
0200 157673, 1" Edition, Manning Publications, 1989

2 Bimon Haykin, Meural Networks and Leaming Machines ISBN-13: 9780131471399, 3" edation, Prentice Hall
, 2008

A1 Timothy 1. Ross, Furzy Logic with Engineering Applications ISBN-13: 978-1119235866, 47 edition, wicly, 2016

4. Andries P Engefbwecht, Compuistional Intelligence: An Introduction ISBN-13: 9780470035610, 2™ edition,
wicly, 2007

5. lames A Freeman, David M, Skapurs, Meurnl Networks: Algorithms, Applications. and Programmmg
Techniques ISBN-13: 978-0201513769, 1° edition Addision wesely, 1991
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Annasaheb Dange College of Engineering and Technology
Ashtg - 416301, Dist, : Sangli, Maharashirs m c=t
(An Empowered Autopomous Institute) . -

Department of Compuler Science and Engineering

= | E.Y. M.Tech — Semester (I _Category | FE
Course Code, Conrse Title OCEFESI}- Deep Learning Type LITI
Maching Learning
Basic cabculus {derivatives)
Prerequisites Biasic lincar alpebra (matnices, vectors)
Basic probatulity and statistics
Programming expericnce in Python
Teaching Scheme Lesiure Tutnarial Practical | Sell Sindy Croidits
(per week) | : 0o 0z 2 i
Examination Scheme MSE TA ESE C1A ESE
ey | TR TR e e T e
Course Owicomes {C0s) §
Upon successfil completion of this course, the smdear will be ahle 1o
Col | Furnlate deep learning srchitectures for complex real-warld problems.
oz Evaluate the performance and limilations of deep leammg models using advanced metrics.

co1 Develop optimized deep learning models using Lechniques like NAS, praning, and quantizatian,
cod Synthesize state-of-the-art techniques m generative Al, self-superviged leaming, and federated

learning.
C05 Investigale emerging tremds and research challenges in decp learning fisr innuvative upplinﬁugg.
_Syllabups: . -
M“uh — = Enmu T o e e - m
Foundations of Deep Leaming: MLP, Activation Functions, Back propagation, Loss Funetions
& Hegularization Techmigques: L1/L2, Dropout, Batch Normalizstion, Opiimiration i

1| Strategles: SGD, Adam, RMSProp, Adaptive Learning Rates, Universal Approximation
Theprem & Deep Learning Limiftations
Deep Newral Networks & Optimization: Deep Architectures & Layer Design, Hyper parameter
i Tuning & Auvtomated Machine Learning (AutoML), MNewral Architecture Search [MAS) i
Evolutionary Algorithms, Remforcemen) Leamming-based WAS, Gradient-Free Optimization
Techmagues, Graph Mewral Metworks {GNNa) & Their Applications !
Comvolutional Neural Networks (CNNs) & Vision Models: Advanced CNN Architectures. |
ReaMer, DenseMNet, EfficieniMNet, Sell-Attention in Vison: Vision Transformers (ViT), Swin -
Transformes, Object Detection (YOLOvE, DETR) & Inege Segrmentation (LI-Mei, SAM)Y, 3D
CNMs & Video Processing Models, Adversarial Attncks & Robusiness in CNNg
Sequence Modeling with RNNs, LETMs & Transformers: Limitations of KNNs and LSTha, ]
v Attention  Mechanlsm & Sel-Anention, Transformers: BERT, GPT-4, LLaMa, Efficient
Transformer Variants: ALBERT, T5, Reformer, Multimodal Desp [mu:‘{ET.-IP DALL-E)
Ahlﬂlﬂmhﬁrﬂh;'l’ﬂlﬁﬂﬂ: Generative Al & Diffusion Models: GANs, Variational a7
v Autoencoders (VAE), Stable Diffusdon, Self-Supervised Leaming: SimCLR, MoCo, BYOL,
Energy-Based Maodels & Boltemann Machines, Meta-Leaming & Few-Shot Learning, Quantum
Machine Lesrning with Deep Networks
Explainahdlity, Privacy, amd Fldﬂ‘ﬂhl Lﬂﬂllg Expluinable A1 {XAI): SHAP, LIME, Grad- iy
v CAM, Federated Learning & Privacy-Preserving DL: Federated Averaging, Differential
Privacy, Edge Al & TinvML: Model Compression, Pruning, OQuantization, Nemrosymbolic AT
& Hybrid Models, Future Trends in Deep Learning Research

-

)

Tovtial Licgniire Huairy
I s mi Fmrﬂmml: .
5.No Title / Topic of the Experiment
1 4) Build & mubti-layer perceptron (MLF) using TensorFlow/PyTorch. o
A e e
Buor Rt (I Z
Chairman -Bos ﬁﬂﬂlﬂ" Recretary-AC Chalrmag-AC
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| b) Comgare activation fanctions: ReLLl, Sgmuand, Tanh.

a)  Implement different optimizers: SGD, Adam, RMSProp.

b)_ Apply dropout, batch normalization, and L1712 regularization.

a)  Perform bypeiparsmeter tuning using Grid Search, Bayesian Optimization, and AutoKeras.
3 b} Experiment with lesming mte schedules.

a]  Implement NAS using reinforcement learning and evolutionary algorithms.
b) Compare meimally designed vs NAS-generated architectures,
2} Trwinu CNN on CYFAR-10 using archisectures like LeNet, ResNet, EfficientNet

b} Use data augmentation for performance improvement, 4
ap  Tmplement YOLOVE or Faster R-CNN for object detection

b by Train U-Net or Mask R-CNN for image seomentation tasks

a)  Truin an LSTMIGRU-based model for sentiment analysis on IMDB dataser.
b) _Compare performance with simple RNNs.
R a]  Usc Hugging Face's Transformers library to fine-tune BERT for text classification.
b) Experiment with transfer learnin i using pre-trained models.
g 2} Implement s DCGAN or CydeGAN to generaie synthetic inages.,
b) Experiment with different generator-discriminator architectures.
i 2] Tmplement S3imCLR or MoCo for contrastive leaming.
k) Tram a model withoot lbeled dats and fine-tune for classiffcation
2] Apply SHAP, LIME, Grad-CAM to explain CNN and MLP models,
b) Analyre fealure imporiance in predictions,,
u) Train & deep learning madel across multiple devices wsing Google's Flower Framework
b) Experiment with dilferentinl privacy iechniques.
a)l  Apply prooieg, qeantization, and knowledge distillation to reduce model size.

12

13 b} Compare accuracy vs efficicncy trade-offs.
| ¢) Implement Federated Avernging with Differential Privacy in Deep Leaming =
Total Practical Sessions | 15 [ Tatal Practical Hours | 30
Text Rooks :

|.  [an Croodfellow, Deep Learning ISBN: 9780262035613, 12t edition, The MIT Press 2016

. Rajalingappaa Shanmagamani, Deep Leaming for Compater Vision ISBN: 978-1 TRR295628, 1% edition, packoet
publishing, 2018

3. Lewis Tunstall, Leandro von Werra, Thomas Wolf, Natural Language Processing with Transformers ISEN: 75-
IO9K136789, 19 edition, OReilly Media, 2022

4. Jakub Langr, Viadimir Bok, GANs in Action: Decp Learning with Generative Adversarial Netwarks, 1 edition.
Muonning Poldications, 210

5. Clristoph Molnar, Interpretable Machine Learning, 2nd Edition, Leangub, 2023

| References: e

. Francots Chollet, Desp Learning with Python 15t Edition Manning Publications 2017

1
I Rewn BosaghZadeh, RharathRamsandar, Tensor Flow for Deep Leaming, 2018
Y Golb, G.H., and Van Loan,C_F, Matrix Computations, JHU Press, 2013
4. Aarélien Gévon, Hands-On Machine Learming with Scikif-Lesrn, Kerss, and TensorFlow, CFReibhy Meadia,
¥, Quang Yang, Yang Liv, Yong Cheng, Federuted Learning: A Comprehensive Overview of Applications,
Challenges, and Futurs Directions 15BN, 978-1681 736976, 1 adition, Morgan & Claypool Publish, 2019
(Infine Hesources:
k.
i
kY
i

hitps:/fwrwrw. deeplearning, ab/ courses/ deep- learning -specialization/
bt farelive nptel e, infeourses’ | 06/ 1061 06106 | £4/
haxps:ffonlinecourses nptelac in‘noe? | celS/preview

323 Convohionl Newsl Mowaorks for Vesunl Recopnitsom (Stamfisrd)
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Annasaheb Dange College of Engineering and Technology
Adibils - 416300, Dist. : Sangll, Maharashira mc=t
(An Empowered Autonomouns Institute) s —
Department of Computer Science and Enginecring

Course Information:

| Class, Semester — TEXY. M.Tech— Semester Il | Category | FE
Course Code, Course Title BCEPES14 Computer Vision = Type LITI
_Prerequisites Fundumentals of Digital lmngcﬁm—mmi_ '
Teaching Scheme Lecture Tutarial Practical = Self Study Credits
| (per week) 3 1] ] [ 2 M =
| Examination Scheme [ MSE | TA | ESE | CIA ESE
(Marks) Ve W @] 4 | el )
Course Dutcomes (C0ks) :

| Upon successful completion of this course, the smdent will be able tn:

Col Analyze color image processing technigues, including color models, transfoemations, and
Lot segmetitation, 1o enhance image quality and festure extraction. e -
con Evaluate texmure aralysis methods using statistical and wavebet-based descriptors to characterize and
distaguesh unage pattems.
col - Apply representation and descriptin techniques, such as boundury, regional, and relational
| descriptors, to effectively model and mierpret image structures.
04 Design ohject recognition and image restoration models using statistical, neursl network -based, and
optimization techniques for pattern clessification and moise reduction,
Cos Develop alporithms for moving object detection, trackmg, and 3D vision applications usmy state-of-
the-uri methodologics and research findings.
_____ i Cm
Syllabus: =
Madule Contents e
o - e Howmrs
Color Image Processing: Color Fundamentals, Color models, Gray level o color 7
I transformations, Basics of Color Image Processing, Color Transformations, Smoothing and
Sharpeniing, Color Segmentation

Texture Analysis: Definition, Types of texture, Texel's, Texture analysis concept and categories, [T

Approaches w texture asalysis, Statistics, Texture descriptors - statistical - Aito-comelition, co-

oceurrence matrices and feamres, edge density and direction, local binary parlition, Law's

fexfure energy measures, Wavelets and texture analysis,

m Representation & Description Representstion, Boundary Descriptors, Regional Descriptors, Use ]
of Principal Components for desergption, Relational Descriptora.

Ciject Recognltion & Restoration o3

Object Recognition: Object Detection Y's recognition, Parterns and Partern Classes, Knowledge

Reprosentation, Statistical Pattern Recognition, Neural Mets, Syntactic Pattern Recognition,

Optimization Technigues in Recogmition

Restoration: (mage Restoration Model, Mowe Models, Restomtion using spatial filtering,

Reduction using frequency domain filiering

Maving Object Detecrion and Tracking ]

v Introsduction, Backyround Modeling, Connected Component Labeling, Shadow Detection,  Single

et Trocking, Discrete Kalman  Filtering, Particlesfilier  based irncking, Mean-shift

tracking, Segmentation wacking via graph cuts. |

3D Vision

¥l Introduction to JD imaging and its applications. Study of wry Research Paperis) bosed on the
bkl biimls dun SOV Dniagiig wi iy cose sludy,

Tuotal Lecture Hours 45

v

List wl F.'ip_:ﬂmrnl.
S.Na | Tithe / Topic of the Experiment
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Ingplement color iransformations and and pechmn o agi
Perform color segmentation on & given image using a selected color model (g, RGB or HEV)
Analyre texiures in an image using co-ocowrmence matrices, edge density, and bocnl binary patterns.

_| Compute and snalyze boundary and regional descriptors for abject representation in an image.
Use PCA 1o reduce the dimensionality of image data and evaluate #ts impact on festure representation.
Implemeat statstical pattern recognition technigues for object detection and recognition, el
Restore an imsge degraded by noise using spatml domain filkering technigucs
Mﬂfﬂﬁ:lm%ﬂbjﬂﬁhﬂﬁﬂﬁ%h&ﬁmﬂnﬂiqﬂ:%dﬂbu
Implement a Kalman fiher_based single-object tracking algorithm.
Perform a case sty of expetiment involving 3D imaging techniques, such as depth map generatwon or
RHErED Vikinm.

Total Practical Sessions | 15 | Tatal Practical Hours | £

e

=

- B - B N0 T e T ]

—
=]

S —

" Text Books
I. GonzalezR. C., Woods R, E., “Digital Tmage Processing”™, PHI, Second Editien. 2002

2. Sonka Milan, Vaclav Hlavae, Bayle, “Digital Image Processing and Computer Vision”, Cengage Lesming, Third
| edition, 2013

References: |
1. B Joyuromem, 5. Esakkirajan, T, Veerkomar, “Digital image Processing', Tata MoGraw Hill, Thind
edition, 2010

Z  D. A Forsyih, ). Pance, “Computer Vision — A Modern approach”, Pearson Education, Prentice Hall,
S

3. Limda Shapics, George C. Stockman, “Computer Vision”, Prentice Hall, 2000 =

|l g o @Y“
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Annasaheb Dange College of Engineering and Technology |
Aslyts - 416301, Dist. : Sangll, Maoharashtrs
= (An Empowered Autonomois Institute) m CEt
Eatuhiuhed: 1799 Department aof Computer Science and Engineering
Course Information: i ' |
Class, Semester F.Y. M. Tech — Semester [1 Category | PE
Course Code, Course Title OCEPFESTS-Cloud Computing Type LITZ
Progrumming languages,
Prerequisites Dutabase management skills, Lmux,
Proficiency m S0L -
Teaching Scheme Lecture | Tutordal | Practical | SelfStody | Credits Ii
| (per week) E (3 1] | 02 2 L
Examination Scheme MSE | TA ESE CILA ESE
{Marks) Theery =30 [ 20 | a0 | Prctimal 5 :
Caurge Cuteomes {C0s) :
Upon successfial completion of this course, the student will be able w:
col Analyre various compuling paradigms and assess the evolution and benefits of cloud computing,
o Evaluate choud computing architectures, service models (1an5, Paas, Sags), and deplyment madels
for different use case
cos Examine virtualization techniques, resource provisioning, and storage mechanisms in Infrastructure
as d Service (laa5) ond Plasform as a Service (PaaS)
o4 Assess sefvice management atrateges, mclading scalability, SLAs, and data processing techniques
in eloud emvironments.
cos Deesign cecure and comgliant cloud salutions by inicgrating cthical principles, data security
e measures, and regulsiory frameworks (GDPR, HIPAA)
COb
Syllabus:
Module j Cuntents Ay
al Hamrs
Orverview of Computing Paradigm Recent rends in Computing Grid Compuring, Chister 153

Computing, Disiribated Computing, Utility Computing, and Cloud Computing, Introduction 1o
1| Cloud Computing Cloud Computing (NTST Model) Introduction to Cloud Computing, Benefits
af Choud Camputing.
Clowd Computing Architecture Cloud computing stack Comparison with traditional compating i}
architecture (clicnt/server), Services provided at various levels, How Cloud Computing Works,
1 | Role of Networks in Cloud computing, protocols used, Role of Web services Service Models
[XaaS} Infrastrociure ns a Service (TaaS), Plarform &g & Service [PraS), Software a5 s Service
[Sza%) Deployment Moddels Public cloud, Private cloud, Hybeid l:ll:md Commumiy chud. .
Infrastructure 45 o Service (laaS) laaS, virualization, Different wmd:u: e variualizndion, L)
Machine [mage, Virtual Machine (VM) Resoarce Vinualization Server, Storage, Network Virtual
m | Machine (resource)} provisioning and manageability, storage as a service, Duta storage in cloond
compating {sorage 25 o service). Platform as o Service (Poa$S) PaaS, Service Oriented Architceture
(SOA) Cloud Platform and Management Computation Storage, SaaS, Web services.
Service Management in Cloud Computing Scrvice Level Agreements (SLAs), Comparing Scaling | 07
v Hardware: Tradtional va, Cloud, Economics of ecaling: Benefittmg enormoushy Managing Data
Looking st Data, Scalability & Cloud Services Datsbase & Duta Stores in Cloud Large Scale Datn
Processing
Choud Security Tnfrastructure Security Network level security, Host level security, Application- a7
v level security Data security and Storage Dats privacy and security [ssues, Access Control, Trust,
R@mRﬂ,WuMmmMmmmwmmum
Ethigs Compliance and Legal Regulations in cloud computing (T3
Ethical Issues in Cloud Computing: Privacy and confidentinfity concerns, Data ownership and
Vi user rights, Ethical responsibility of cloud providers. Complance in Cloud Computing:
Importance of compliance for organizations, Robe of complisnce in data security and privacy.
Compliance Standards and Hegolations: GDPR (General Data Protection Regulstion), HIPAA

= K X\
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|||||

{Health Insurance Portabilsry and Accountability Act) , CCPA (Califernia Consumer Privacy Act),
LGP Gemeral Diata Protection Law) and DPDEA {Digital Pergonal Dain Protection Act)
Toial Lecture Hours 45

List of Experinesnt
5.Ne Tite ! Topic of the Experiment |

Install Virtual box/VMware Warkstation with different favors of Linux or windows 05 L A0
ofwindowsT or 8,
Imﬂ:fmﬂum&twimhm:uﬂndumgthudhq;nﬁm:ﬁmqﬂchm

Install Google App Engine. Create hells world app and ather simple web applications using
pythonjava
Use GAE launcher to kaunch the web applications

Simmlate 8 clowd seenario using CloudSim and rin a scheduling algorithm thet is not presenting
CloudSim
Find o procedure to transfer the liles from one virteal machine io anather virtual machine.

Fitid a procedure to launch virual machine using trystack (Online Open stack Deme Version)
Install Hadoog mﬂ: cluster and run simple applications like wordcount

Total Practical Sessions | Total Practical Hours | Al

Text Books. ]
. Cloud Computing Rible, Barrie Sosinsky, Wiley-India, 2010,
L. Clowd Computing: Principles and Paradigis, Editors: Rageamar

3.  Buyys James Broberg, Andrzey M. Goseinski, Wile, 2011,

Heferenoe:
1. Cloud Computing: Principles, Systems and Applications, Editors: Nikos Antonopoulos, Lee Gillam, Springer,
2012,

/-;hnmmmm BaS ber Beerctary-AC
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Annagsaheb Dange College of Engineering and Technalogy
Ashin - J16300, Dist. : Sangli, Maharashira —
iAn Empowered Autonomioias Institute) m C=t
Department of Computer Science and Engineering

Course Information: = -
Class, Semester F.¥. M.Tech - Scmester I | Category | FE
Course Code, Course Title OCEPES16 and Digital Forensics | Type | LIT2
Prerequiskes Computer and networking skills, Analytical skills Critical thinking, Abdlity to

i discover and mlerpret dota 3
Teaching Scheme Lecture | Tutorial | Practical | Self Study Credits
[per week) LIE] lll:lr 12 2 ] 4 ||
Examination S¢lesne MSEE @ Ta ESE CLA ESE
(Marks) Theory [0 T 30 | 40 | Prectiest —5 - _

Course Cutcomes (COy) :
Upon successful completion of this course, the student will be able io;

col Amalyze core concepts of digial forensics, meluding computer crimes, forensse benefits, evidence
handling, and legal considerations.
02 Design investigation procedures frum mcident response to data collection using specialized forensic
wiorkstations and sofiware ools. .
cos Apply advanced data acquisition techniques, select approprinie storage formats, validate
acquisitions, and pressrve digital evidence for legal admissibility.
Ci4 Manage digial crime scenes by securing evidence, generating hash values, and maintaining chain of
| custody.
cos | Evalunte forensic ool to detect hidden or obfuscated data, test software relinbility and perform
remote and distribwted soquisitions.
CO6 Conduct forensic mveatigations of email-based crimes using apecialized (wols to trace and
reconstruct digital conumunications,
Syllabus: E
Madule Contents Tasmee
i : . Howrs
Fundamenials of Computer Forensics and Lagal Aspects; Computer forensics fundamentals, (]
1 Benefits of forensics, computer erimes, computer forengics evidence and courts, kegal concemns
and privale Bsues,

Drigital Investigation Procedures and Tools: Understanding Computing Investipations — Procedusre 08

i lior corporate High-Tech investigations, understanding datn recovery work station and software,

conducting and investigations.

Date Acquisition and Fvidence Preservation: Dhala scquisition understanding storage fisrmats and oy

m digital evidence, determining the best acquisition method, acquisition wols, validating dara
acquisitions, performing RATD data acquisstions, remote network scquisition teols, other forensics

scquisaions tools.

Crime Scene Management and Evidece Handling: Processing crimes and incident scencs, o8

v securing a computer meident or crime, seizing digital evidenes al scene, storing digital evidence, ||

obtaining digital hash, reviewing case.

Forengic Tools, Data Hiding. and Email Investigations: Current computer forensics tools- software, 07

v Wmmmmmm&mm“mmmm

perloeming remote acquisilions,

Recent Trends in Dhgtal Forensics: Emerging Thrests, Clood and Virtal Forensics, 07

Wi Blockehain and Crypiecurrency Forensics ,Al und Machine Learning in Forensics, Dark

W&Wuﬂmmm

Tatal Lectore Hours a5

List of Experiments

8Na | Tithe / Topic of the Experiment |

= g Byt B
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Perform email analysis using the ook ke Exchange EDB viewer, MBOX viewer and View user
| mailboxes and public folders, Filler the mailbox data based on various criterin, Search fir particular
dems in nser mailboxes and public folders
Perform Browser history analysis and get the downloaded content, history, saved logins, searches,
websites visited efc using Foxion Forensics tool, Dumpzilla.

Perfarm mobile analysis in the form of retrievng coll logs, SMS log, all contacts list using the
finrensics (ool like SAFT)

Perform Registry analysis and get boot time logging using process monitor tool
Pﬂﬁrm[h!km:ﬂinhnn&ﬂth:miﬂnxﬂyﬁnﬂﬂmh

Perform Diuta Analysis i.e History about open file and folder, and view folder actions nsing Lastview
eIty tonl
Perform Network analysis mm;thr.HutwmkaumL

Perform information for ncident response using the crowd Response 100l
Perform File type detection using Autopsy ool =

PﬂhmMn_-erﬂM_%uuwmumm forensic tool
Totul Practical Sessions 15 Tatal Practical Hours | 30

Text Basks

1. Warren G. Kruse [T and Jay G. Heiser, “Computer Forensics: Incident Resporse Fssentials®, Addison Wesley,
JMZ,

2. Nelson, B, Phillips, A, Enfinger, F, Stusrt, C., “Guide 1o Computer Forensics and Investigations, Ind ad.,
Thomson Cowrsze Technology, 2006, ISBEN: 0-619.21706-5.

3. The Bagics of Digital Forensics: The Primer for Getting Started in Digital Foremsics by John Sammons
(ISEN 1{) 15974966 18)

4. Gude h;uﬂumm“ Forensics and liwvestigations by Bill Nelson, Amelia Phillips, Christopher Steuart (ISBN 1 0:
[ 435408036

3

= e ee-a] o ||

References:
1. Vacea, J, Computer Forensics, Computer Crime Scene lavestigation, Ind Ed, Chasles Biver Media, 2005, ISEN:
I -58450-1R8Y.

Member Seeretary-BoS &:ﬂ ember Secretary-Al -AC

Page 3 of 37



C

Bl = W Tech {055 - LU Sam - Hylinims Fasod in 11 Posrd of Snudies Modmg | 05 Appreved m | 1® Academic Couned Mediig

Annasaheb Dange College of Engineering and Technology
Ashta - 416301, Dist. : Sangll, Maharashira
e {An Empowered Autonomouns Tnstitmie) mcgt
B T T Department of Computer Science and Engincering
Course Information: ; =
Semester | F.¥. M.Tech - Semester 11 Category | V&
_Course Code, Course Title | OCEMASIT Sermins Type L2
| Prerequisites | = a B
Teaching Scheme Lecture | Tutorlal | Practical | Seif Study Credits
| {per week) i s ul 4 2 - S
Examination Scheme MSE | TA | ESE | ~ CIA ESE |
(Maris) Ploesc B0 6 G s ) b I a
Course Owteames (=) -
Upan successf] completion of this cowrse, the student will be sble w:
Co Identify and artsculate a relevani research problem in the chosen specialization.
Coz Conduct & comprehensive litersiure survey using reputed journals, conferences, and databuses.

co3 Appiy critical thinking to compare and evaluale existmg sohutions.
Co4 | Prepare a well-stractured technical report using appeopriate citation styles. =
cos | Deliver an effective oral presentation with clarity, confidence, and sudience engaement.

Syllabus: 3

In the M.Tech Seminar course for Semester 11 (2 credits, 4 hours'week). each student must select 2 seminar topie relevant

to thedr specialization atea and afigned with current research trends. The topic should be approved by the assigned

Reminas guide of fculty coordinator. Sudents are expected to carry out an in-depth literature review using reputed

databases such as [EEE Xplore, Springerlink, SeienceDirect, ACM Digital Libirary, Scopas, and Web of Science,

identifysny ot least 1 5-20 significant research papers, with an emphasss on recent works from the lost five years, The
literature review should critically analyze existing work, identify ressarch gaps, and highlighst possible fuiure directions,
with proper citation management using tools like Mendeley, Zotero, or EndMote.

Ench student is required to prepare a detailed seminar report of approximately 20-25 pages, following & strsciured format
| that mehides the title page, certificate, absiract, keywords, mtroduction, Hierure review, analysis and discussion of
research gaps, conclusion and future scope, and & properly formattod reference list in IEEE or APA style, All figures,
tablex, and numbering must be consisent, with captions as per academic standards, and the plagiarism level must o
exceed | 5%,

Students ot abo prepare a PowerPoint presentation comprising | 5-20 well-structured slides, ensuring ¢larity, minimal
text, appropriate visuals, end & Jogical flow from introduction (o coaclusion. The semmar shoukd be deliversd within 15—
20 minutes, followed by a Q& A scasion. Students should demanstrate confidence, maintain audience engagement, and
hardie questions professionally, avoiding direct reading from slides.

Evaluation will be based o topic relevance and abstract submission (10%4), quality of literature review (20546), technical
repart { 20%5), oral presentation (30%), and final corrected report submission { 2094). The timeling for deliverables will
inchude wopic and abstract submission within the first two weeks of the semester, submission of the draft report and mid-

lwmmtlmhy Week B, and the final precentation with correeted report by the end of the semester.

A G - i
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Annasaheb Dange College of Engineering and Technology
Ashin - 416301, Dist. : Sangh, Maharashirs -
(An Empowered Aulonomons Institute) mc=t
| Fatmisbos: 177 Department of Computer Science and Engineering
Course Information:
Class, Semester F.Y. M.Tech — Semester [I Categary | MA |
Course Code, Course Title OCEMASIS Pedagogy Studics Type 12
| Prerequisites - - .
Tenching Scheme Lecture | Tutorial Practical Self Study | Credits
{per week) 2| W 00 =k e |
Examination Sechenme MAE T ESE = ClLA ESE
(Marks) Thery ™ Y 2 Practical e e =

Course Dwteomes (C0s)
Upomn successfial completion of this course, the student will be able 1o

Con Develog a well-structured curmiculum that alipns with leasming objectives, mdustry needs, and
i cmerging irends in computer science
coz Ltilize active I.umm,ateﬂ:nnnus, pmjum-hmd learning, flipped classrooms, and other moiem
pedagogical approaches to engage students effectively
cos Design and implement various sssessment strategies to measure learning outcomes, inchuding
| formative and sumimalive adsessments -3
Cod Integrale digital toals, learning management systerns [LMS), and Al-driven methodobogics o
enhance stadent engagement aml perionalized learning
Cos [ Adapt teaching methods to cater to students with different learning styles, backgrounds, and shilities |
CDG |
syllabus:
Madule Contents

agg

Foundations of Pedagogy in Engineering: Introduction to Pedagogy, Learning Theores:
1 |I Behaviorism, Cognitivism, Constructivism, Bloom’s Taxonomy and Outcome-Based Education
(OBE} , Learning Siyles and Studeni-Centered Teaching

Curriculum Development and Innovative Teaching Strategies: Principles of Curricalum [
Design and Development, Defining Learmning Outcomes, Course Objectives & Program Oulcomes,
Industry-Oricnted & Interdisciplioary Curriculum Design, Accredilation Standunds e, NBA,
M | ABET)
Active Leaming: Problem-Based, Project-Based & Inguiry-Based Learning, Flipped Classroom
Appranch, Collaborntive and Peer Leaming Methods, Teaching Coding, Algorithms, and Problem-
Sahving Skills
Assessment sad Fvalustion: Formative and Summative Assesoment Techniques, Rubrics, 05
i Duizzes, and Aotomaied Grading Sysicms, Oulcome-Based Education (OBE} and Contimaous
Evaluation, Use of Al and Machine Learning for Personatized Assessment
Techaology Enhanced Lesming: Lenming Management Systems (LMS) - Mosodle, Blackboard, (L]
Classroom, Role of AL, VR and Gamification in Computer Science Education, Onling and

™' | Hybrid Learning Models, Open Educational Resources {(OER) and Massive Open Online Course
(MOOCE) s
Research and Ethicul Teaching practices: Educational Resesrch Methods and Duta-Driven 07
Decision Muking, Writing Research Papers on Pedagogical [nnovations, Ethical Considerations in

v Teaching and Research, Collaborative Learning amd Knowledge Sharing i Academic

Communitics, Addressing Diversity and Inclusion in Engineering Education

Ethical Besponsibilitics of an Educator, Promsting Academsc Integrity and Plagiarism Awareness,
Ciender Sonsitizatum and Acoessibility in Fioestion

Fatere Trends. Al-Basel Pesosabized Virning  Byuleims, lﬂl.‘m.ﬂ ol Indusiey &0 L]
Vi Trnhnningien m kavanrian, inie 6f VAl eck Startnpe and Digital Teariog Tatfooom, Toepaiig s

Lifebong Learning and {Tur-im Professional Development

Ttal Lecture Hours an

e B




R - 8l Winch (05— LI Sam - Srpilabmasi Passed b 11™ Bosed of Srabess. Mecting (C9F) Agprosd in 17% Apadiowwie Couna  Mestling

| Text Books T
“Teaching and Learning STEM: A Practical Guide" — Richard M. Febder & Rebecca Hrent

"How |esrning Works: Seven Reacarch-Based Principles for Smart Teaching” - Susan A. Ambrose et
al.

"E-Learning und the Science of Instruction: Proven Guidelines for Consumers and Designers of
Multimedin Lenming” — Ruth Colvin Clerk & Richard E. Mayer
“Flipped Leaming: Cateway to Student Engagement” — Jonathan Bergminn & Aaron Sams

References: R
L. "The Art of Teaching Computer Science” — Jens Bennodsen & Michael E. Cuspersen
2 "Minds on Firee How Role-Immersion Games Transform College® — Mark C. Carmes
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